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Recent advances in robotics and AI have paved the way to robots 
autonomously performing a wide variety of tasks in ethically and legally 
sensitive domains. Among them, a prominent place is occupied by robots 
endowed with the ability to deliver destructive force without human 
intervention, a.k.a. Autonomous Weapons Systems (or AWS), whose 
legality under international law is currently at the center of a heated 
academic and diplomatic debate. The AWS debate provides a uniquely 
representative sample of the (potentially) disruptive impact of new 
technologies on norms and principles of international law, in that it touches 
on key questions of international humanitarian law, international human 
rights law, international criminal law, and State responsibility. Against this 
backdrop, this book’s primary aim is to explore the international legal 
implications of autonomy in weapons systems, by inquiring what existing 
international law has to say in this respect, to what extent the persisting 
validity of its principles and categories is challenged, and what could be a 
way forward for future international regulation on the matter. From a 
broader perspective, the research carried out on the issue of the legality of 
AWS under international law aspires to offer some more general insights on 
the normative aspects of the shared control relationship between human 
decision-makers and arti�cial agents.

Daniele Amoroso is Professor of International Law at the Law Department of 
the University of Cagliari and member of the International Committee for 
Robot Arms Control (ICRAC).

79
20

05
22

00

€ 80,00                       

Series edited by:
F.M. PALOMBINO - Managing Editor
S. DI BENEDETTO - A. LEANDRO - E. MILANO - R. VIRZO
G. ZARRA - Secretary of the Editorial Board

NOMOS ISBN 978-3-7489-0953-8

Daniele Amoroso

Autonomous Weapons Systems
and International Law
A Study on Human-Machine Interactions 
in Ethically and Legally Sensitive Domains

4

D
. A

M
O

R
O

SO
 -

 A
ut

on
om

ou
s 

W
ea

po
ns

 S
ys

te
m

s
 

an
d 

In
te

rn
at

io
na

l L
aw

ESI ISBN 978-88-495-4267-7

https://www.nomos-shop.de/titel/autonomous-weapons-systems-and-international-law-id-89025/


Cultura giuridica e scambi internazionali

Legal Culture and International Flows

4

https://www.nomos-shop.de/titel/autonomous-weapons-systems-and-international-law-id-89025/



La Collana ‘Cultura giuridica e scambi internazionali’ nasce dall’iniziativa di un
gruppo di internazionalisti, desiderosi non tanto e non solo di colmare una la-
cuna nel panorama editoriale italiano, ma piuttosto di dare vita ad uno strumento
in grado di cogliere e valorizzare l’incidenza sempre maggiore del diritto degli
scambi internazionali sulla struttura dell’ordinamento internazionale nel suo com-
plesso così come degli ordinamenti interni, senza trascurarne l’interazione con il
diritto dell’Unione europea. In questo senso, la Collana si compone di due anime.
Per un verso, lo sguardo è rivolto al diritto del commercio internazionale inteso
in senso ampio, e cioè comprensivo della sua duplice dimensione privatistica (ad
es. contrattualistica internazionale) e pubblicistica (ad es. protezione degli inve-
stimenti e OMC). Per altro verso, il concetto di scambio, combinato indissolu-
bilmente alla cultura giuridica, serve invece a porre la Collana in una prospet-
tiva più generale. Una prospettiva nella quale lo scambio è riferito anche a prin-
cipi e modelli normativi e si realizza nei rapporti verticali e orizzontali tra or-
dinamenti, finendo per influenzarne il funzionamento. La Collana è intesa ad ac-
cogliere monografie, manuali e opere collettanee. 

Comitato di direzione:

Fulvio Maria Palombino (Università di Napoli Federico II - Direttore responsa-
bile), Saverio Di Benedetto (Università del Salento), Antonio Leandro (Univer-
sità di Bari Aldo Moro), Enrico Milano (Università di Verona), Roberto Virzo
(Università del Sannio), Giovanni Zarra (Università di Napoli Federico II - Se-
gretario di direzione).

Comitato scientifico:

Daniele Amoroso (Università di Cagliari), Maurizio Arcari (Università di Mi-
lano Bicocca), Marina Castellaneta (Università di Bari Aldo Moro), Marcello Di
Filippo (Università di Pisa), Pietro Franzina (Università di Ferrara), Peter Hil-
pold (Universität Innsbruck), Guillaume Le Floch (Université de Rennes 1), Ma-
ria Chiara Malaguti (Università Cattolica del Sacro Cuore - Roma), Loukas Mi-
stelis (Queen Mary University of London), Pietro Pustorino (LUISS Guido
Carli), Lorenzo Schiano di Pepe (Università di Genova), Yuval Shany (Hebrew
University of Jerusalem), Jan Wouters (KU Leuven), Andreas Ziegler (Univer-
sité de Lausanne).

La pubblicazione è stata sottoposta ad una procedura di valutazione ad opera di
blind referees.

https://www.nomos-shop.de/titel/autonomous-weapons-systems-and-international-law-id-89025/



The Book Series ‘Legal Culture and International Flows’ mainly originates from
the necessity to give account of the increasing weight that the law of interna-
tional trade exercises on the overall structure of the international legal order, as
well as on domestic legal systems and EU law. Due to its peculiar cross-cutting
approach, the Series fills in a gap in the editorial landscape by focusing on two
main areas of interest. On the one hand, it is aimed at analysing the concept of
international trades, comprehensive of both its private (e.g. international con-
tracts) and public (e.g. investment protection and WTO) dimensions. On the
other hand, the Series delves into the concept of “legal flows” in its broadest
meaning, i.e. as a reference to the circulation of principles and normative schemes
between legal systems. From this angle, the concept is essential for giving ac-
count of the cross-fertilization taking place between the areas of interest of the
Series. The Series is intended to include monographs, textbooks, and edited vol-
umes.

Editorial board:

Fulvio Maria Palombino (Federico II University of Naples - Managing direc-
tor), Saverio di Benedetto (University of Salento), Antonio Leandro (Aldo Moro
University of Bari), Enrico Milano (University of Verona), Roberto Virzo (Uni-
versity of Sannio), Giovanni Zarra (Federico II University of Naples - Secretary
of the editorial board)

Scientific committee:

Daniele Amoroso (University of Cagliari), Maurizio Arcari (Bicocca University
of Milan), Marina Castellaneta (Aldo Moro University of Bari), Marcello di
 Filippo (University of Pisa), Pietro Franzina (University of Ferrara), Peter Hilpold
(Universität Innsbruck), Guillame Le Floch (Université de Rennes 1), Maria
Chiara Malaguti (Catholic University of the Sacred Heart - Rome), Loukas Mis-
telis (Queen Mary University of London), Pietro Pustorino (LUISS “Guido
Carli” University), Lorenzo Schiano di Pepe (University of Genova), Yuval Shany
(Hebrew University of Jerusalem), Jan Wouters (KU Leuven), Andreas Ziegler
(Université de Lausanne).

This book has been subject to a blind review process.

https://www.nomos-shop.de/titel/autonomous-weapons-systems-and-international-law-id-89025/



Daniele Amoroso

Autonomous Weapons Systems
and International Law

A Study on Human-Machine Interactions
in Ethically and Legally Sensitive Domains

https://www.nomos-shop.de/titel/autonomous-weapons-systems-and-international-law-id-89025/



© 2020 by Edizioni Scientifiche Italiane s.p.a.
80121 Napoli, via Chiatamone 7

www.edizioniesi.it
info@edizioniesi.it

I diritti di traduzione, riproduzione e adattamento totale o parziale e con qualsiasi mezzo
(compresi i microfilm e le copie fotostatiche) sono riservati per tutti i Paesi.

Fotocopie per uso personale del lettore possono essere effettuate nei limiti del 15% di cia-
scun volume/fascicolo di periodico dietro  pagamento alla siae del compenso previsto dal-
l’art. 68, comma 4 della legge 22 aprile 1941, n. 633 ovvero dall’accordo stipulato tra siae,
aie, sns e cna, confartigianato, casa, claai, confcommercio, confesercenti il 18 di-
cembre 2000.

Il volume è stato realizzato con il contributo del Dipartimento di Giuri-
sprudenza dell’Università degli Studi di Cagliari.

This book was realized with the financial support of the Department of Law
of the University of Cagliari.

Amoroso, Daniele
Autonomous Weapons Systems and International Law
A Study on Human-Machine Interactions in Ethically and Legally Sensitive Domains
Collana: Cultura giuridica e scambi internazionali, 4
Napoli: Edizioni Scientifiche Italiane, 2020
pp. XIV+290; 23,5 cm
ISBN 978-88-495-4267-7 ISBN Nomos 978-3-7489-0953-8

https://www.nomos-shop.de/titel/autonomous-weapons-systems-and-international-law-id-89025/



Ad Anna
e all’inizio della nostra vita «vera»

https://www.nomos-shop.de/titel/autonomous-weapons-systems-and-international-law-id-89025/



che ben fu il più crudele e il più di quanti
mai furo al mondo ingegni empi e maligni,

ch’imaginò sì abominosi ordigni
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Recent advances in robotics and artificial intelligence (AI)1 have
paved the way to robots autonomously performing a wide variety of
tasks2 that may significantly affect individual and collective interests,
which are worthy of protection from both ethical and legal perspec-
tives. An exemplary case is the circulation of autonomous vehicles on
public roads,3 but one may also think of increasingly autonomous
surgical and care robots.4 To this list of robotic systems one may fi-
nally add the judicial use of AI software systems,5 notwithstanding
the lack of their (direct) kinetic interaction with the physical world.
Indeed, the use of AI in the Court is aimed at replacing or support-
ing the human judge in decision-making processes and tasks that, by
their very definition, are supposed to have an impact on legal rights
and duties.

These technological developments revamped longstanding discus-
sions on Ethical, Legal and Socio-Economic (ELSE) implications of

1 The term “Artificial Intelligence”, coined in 1956 by John McCarthy (S.L. An-
dersen, John McCarthy: Father of AI, IEEE Intelligent Systems, 2002, p. 84 f.), gen-
erally describes the capability of a computing machine to carry out tasks that are as-
sumed to require human intelligence. This is done, in particular, by framing these
tasks into mathematical models that machines can cope with.

2 A robotic system may be counted as “autonomous” at given tasks if, once ac-
tivated, it is able to carry out those tasks without further human intervention. 

3 See e.g. N.E. Vellinga, Automated Driving and Its Challenges to International
Traffic Law: Which Way to Go?, in Law, Innovation and Technology, 2019, p. 257
f.; P. Lin, Why Ethics Matters for Autonomous Cars in M. Maurer et al. (eds), Au-
tonomes Fahren, Berlin, 2015, p. 69 f. See also German Federal Ministry of Trans-
port and Digital Infrastructure, Report by the Ethics Commission on Automated and
Connected Driving, June 2017.

4 S. O’Sullivan et al., Legal, Regulatory, and Ethical Frameworks for Develop-
ment of Standards in Artificial Intelligence (AI) and Autonomous Robotic Surgery, in
Int. J. of Medical Robotics and Computer Assisted Surgery, 2019; M. Decker, Care-
giving Robots and Ethical Reflection: The Perspective of Interdisciplinary Technology
Assessment, 2008, in AI & Society, p. 315 f.

5 J. Nieva Fenoll, Inteligencia Artificial y Proceso Judicial, Madrid, 2018. This
issue, however, had already been explored in the pioneering volume by G. Sartor
and L. Branting (eds), Judicial Applications of Artificial Intelligence, Dordrecht/
Boston/London, 1998.
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robotics and AI, whose origins can be traced back at least to Nor-
bert Wiener’s seminal reflections on the ethics of information tech-
nologies and robotics.6 Present debates about machine autonomy in
ethically and legally sensitive domains have now gone well beyond
academic and specialist circles, entering the political debate and re-
ceiving considerable media coverage.7

Over and above the specificities of each technological application
domain, there are a few overarching issues arising in connection with
most artificial systems endowed with autonomy in the execution of
tasks that are ethically and legally sensitive. First, there is the technical
question concerning whether artificial agents are inherently unable to
properly carry out certain functions governed by law (e.g. replace hu-
man judges in performing tasks involving discretionary reasoning and/or
equitable evaluations), insofar as they would (allegedly) require uniquely
human capabilities. Second, there is the (most strictly) legal problem of
determining how to allocate responsibility if a machine happens to cause
harm (think, for instance, of damages arising from surgical robots’
mishaps). Third, we have the philosophical debate on the moral desir-
ability of machine autonomy between those that argue from the per-
spective of deontological ethics8 on one side and those that do so from
a consequentialist9 perspective on the other. The former maintain that
it would be morally unacceptable to remove human agency from de-
cision-making processes that are likely to impinge on individual rights
and duties, as well as on relationships that are ethical in character (such
as that of nursing care). The latter affirm the moral and legal duty to
replace human operators with autonomous machines, whenever ma-
chine performance ensure better protection of the interests at stake (e.g.
by reducing the number of road accidents and fatalities).

2 Prologue

6 N. Wiener, The Human Use of Human Beings, Boston, 1950; N. Wiener,
God & Golem, Inc. - A Comment on Certain Points Where Cybernetics Impinges
on Religion, Cambridge (Massachusetts), 1964.

7 See, among many others, Editorial, The Guardian View on the Future of AI:
Great Power, Great Irresponsibility, in The Guardian, 1 January 2019, available at:
www.theguardian.com/commentisfree/2019/jan/01/the-guardian-view-on-the-future-
of-ai-great-power-great-irresponsibility; Stephen A. Schwarzman, Can We Make Ar-
tificial Intelligence Ethical?, in The Washington Post, 23 January 2019, available at:
www.washingtonpost.com/opinions/2019/01/23/can-we-make-artificial-intelligence-eth-
ical/; Cade Metz, Is Ethical A.I. Even Possible?, in The New York Times, 1 March
2019, available at: www.nytimes.com/2019/03/01/business/ethics-artificial-intelligence.html. 

8 Broadly speaking, deontological ethics identifies moral duties as guides for act-
ing and judging the moral worth of choices.

9 Unlike deontological ethics, consequentialism focuses on criteria to distinguish
between morally good and bad consequences of choices, and prescribes to judge the
moral worth of choices in the light of consequences only.
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All of these issues are emblematically encompassed in discussions
on the legality, under international law, of autonomous robots en-
dowed with the ability to deliver destructive force without human in-
tervention, which are generally known as Autonomous Weapons Sys-
tems (or AWS). To begin with, it is indeed questioned whether it will
ever be technically possible to program autonomous robots to faith-
fully comply with the norms governing the use of armed force in in-
ternational law. Also, the problem has arisen as to how to ascribe re-
sponsibility whenever an autonomous weapons system takes a harm-
ful course of action in breach of international legal prescriptions. Fi-
nally, one may detect a normative tension between consequentialist
reasons favoring the use of these applications (e.g. the need to avoid
targeting decisions tampered by typically-human biases) and the view,
ultimately based on deontological ethics, whereby decisions encroaching
upon fundamental human rights (first and foremost, the right to life)
should never be entrusted to artificial agents.

Discussions on AWS have been contributed to by a multitude of
academics, belonging to the most disparate of disciplinary fields (which
include – in addition to international law – robotics, computer sci-
ence, normative ethics, and military studies), by also involving gov-
ernments, military bureaucracies, think-tanks, international organiza-
tions, and NGOs. This makes the AWS debate a privileged vantage
point to carry out a study on human-machine interactions in domains,
as the ones set out above, that are sensitive from both an ethical and
legal perspective.10

At the same time, the legal problems raised by autonomy in
weapons systems provide a uniquely representative sample, from both
a theoretical and practical perspective, of the (potentially) disruptive
impact of new technologies on norms and principles of international
law.11 Critics have indeed characterized AWS as “shaking the foun-

Prologue 3

10 For similar considerations, see C. Heyns, Autonomous Weapons in Armed Con-
flict and the Right to a Dignified Life: an African Perspective, in South African J. on
Human Rights, 2017, p. 46 f., p. 48 (“The way we respond to autonomous weapons
is a pivotal test case for the role of science in the future. The stakes cannot be higher
– they are literally life and death – and how we deal with autonomous weapons will
be the tone for how we deal with computers in general”); and R. Geiss and H. Lah-
mann, Autonomous Weapons Systems: A Paradigm Shift for the Law of Armed Con-
flict?, in J.D. Ohlin (ed.), Research Handbook on Remote Warfare, Cheltenham,
2017, p. 371 f., p. 374 (“The military aspect of this debate is only the tip of the ice-
berg. On a fundamental level, it needs to be asked how much ‘de-humanizing’ of
societal mechanisms humankind can, or is willing to, afford to tolerate, before the
social costs outweigh the benefits”).

11 The literature on this topic is vast and relentlessly growing. Among the most
valuable and recent contributions, see E. Carpanelli and N. Lazzerini (eds), Use
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dations” upon which international human rights law and interna-
tional humanitarian law rest;12 but even those who are in favor of
them are ready to admit that this technology prompts a serious re-
consideration of well-established international legal regimes, includ-
ing those governing State responsibility and individual criminal re-
sponsibility.13

Against this backdrop, this volume’s primary aim is to explore the
international legal implications of autonomy in weapons systems, by
inquiring what existing international law has to say in this respect, to
what extent the persisting validity of its principles and categories is
challenged, and what could be a way forward for future international
regulation on the matter. From a broader perspective, as will be seen
in the Epilogue, the research carried out here on the issue of the le-
gality of AWS under international law aspires to offer some more
general insights on the normative aspects of the shared control rela-
tionship between human decision-makers and artificial agents.

4 Prologue

and Misuse of New Technologies. Contemporary Challenges in International and Eu-
ropean Law, Cham, 2019; T. Burri, International Law and Artificial Intelligence, in
German Yearbook of In. L. 2017, 2019, p. 91 f.; M.K. Land and J.D. Aronson
(eds), New Technologies for Human Rights Law and Practice, Cambridge/New
York/Port Melbourne/Singapore, 2018; S.-Y. Peng, H.-W. Liu, and C.-F. Lin (eds),
Governing Science and Technology under the International Economic Order, Chel-
tenham/Northampton, 2018; R. Brownsword, E. Scotford and K. Yeung (eds),
The Oxford Handbook of Law, Regulation and Technology, New York, 2017; P.
Achilleas and W. Mikalef (eds), TIC, innovation et droit international: Technolo-
gie de l’information et de la communication, Paris, 2017; H.N. Scheiber, J. Kraska,
and M.-S. Kwon (eds), Science, Technology, and New Challenges to Ocean Law, Lei-
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